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1 Introduction

Image synthesis has been receiving significant attention recently ow-

ing to its potential for boosting many fields such as artworks [Tan et al.,

2017], medical imaging [Nie et al., 2018], etc. Generative models are

one mainstream for synthesizing images. Generative adversarial network

(GAN) [Goodfellow et al., 2014] gained popularity in this field due to

its efficient sampling of high-resolution images, but it’s unstable for op-

timization. Variational autoencoders (VAE) [Kingma and Welling, 2013]

are likelihood-based methods but are limited to the sample quality. Dif-

fusion Probabilistic Models (DM) [Sohl-Dickstein et al., 2015], which

emerges as a promising image generation method by leveraging a guid-

ance technique [Dhariwal and Nichol, 2021], are another line of work.

However, the diffusion models could be extremely computationally ex-

pensive because they oftentimes directly operate in pixel space. To miti-

gate this issue, Rombach et al. [2022] propose the latent diffusion models

(LDMs) that apply DM in latent space. This work has also achieved

state-of-art results in image synthesis.

2 Proposed Method

Although LDMs have achieved fascinating results, their capacity is

still limited when synthesizing some specific objects. One observation

is that the generation of human-like hand images could be a big issue

for LDMs. It’s easy to find some unreasonable mistakes in the number

or the position of fingers (As shown in Fig. 1) in synthesized images

by LDMs. Therefore, we propose a novel method to mitigate this hand
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(a) Hands with dislocated

fingers

(b) Hands with wrong

number of fingers

Figure 1: Synthesized hand images with mistakes

generation issue by leveraging additional information to input data. One

possible information could be the pose of hands. The pose information

can be taken as additional channels of the input images so that the

embedded geometry features would be valuable for LDMs to learn. The

collection of pose images could be obtained by using some existing pose

estimation technologies [Wei et al., 2016, Simon et al., 2017]. Although

LDMs save lots of computational resources because it works on latent

space, they could still be time-consuming if we hope to test our method’s

feasibility on LDMs. Therefore, before evaluating our methods on LDMs,

we propose to begin with GAN models that allow for efficient sampling.

StyleGAN [Karras et al., 2019], which achieves state-of-art results among

GAN methods, could be one choice for us. We could transfer our method

to LDMs after seeing a good performance on GAN models.

By using the proposed methods, we believe that the human-like hand

generation with LDMs could be improved, which will be helpful to many

image synthesis applications.

3 Timeline

• Week 01 (08/29 → 09/02): Hand images collection.

• Week 02 ∼ 03 (09/05 → 09/16): Hand pose channel generation.

• Week 04 ∼ 07 (09/19 → 10/14): Training on the GAN model.

• Week 08 ∼ 14 (10/17 → 12/02): Training on the LDMs.

• Week 15 ∼ 16 (12/05 → 12/15): Write a report or paper.
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